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Chapter 1: Introduction 

Rado's Selection Principle is a combinatorial theorem which 

allows the characterization of infinite objects (e.g. graphs, 

groups, partially-ordered sets) based on the characterization of 

their finite subparts. That is, a typical result of the 

application of Rado's Selection Principle would be a theorem of 

the following sort: Object A has property P if and only if every 

finite subobject of A has property P. The necessity of the 

second hypothesis is usually obvious because the subobjects 

usually inherit the properties of the objects (in workable 

applications), so Rado is used to prove sufficiency. Theorems of 

this sort are extremely useful because it is normally possible to 

check directly a condition on a finite object, and impossible to 

do so on an infinite one. This description is, of course, far 

too general, but it gives some indication of types of problems 

here undertaken. 

This study of Rado's Selection Principle originates from the 

so-called Marriage Problem which is the name sometimes given to 

Philip Hall's Theorem on systems of distinct representatives. 

Basically, Hall's Theorem is a result concerning choice 

functions, and it is appropriate now to give a few definitions. 
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Definition. Let A={A1 :iEI} be an indexed family of sets where 

lrl is any cardinal. Then f:A➔UA is a choice function if 

Vi EI f (Ad EAi . 

Definition. A system of representatives (SR) for a family of 

sets is the range of a choice function on that family, i.e. 

given f, a choice function, SR={f(Ad:iEI}. The system is 

said to be distinct (SOR) if Vi,jEI, i~j, f(A 1 )~f(Aj ). 

Definition. An indexed family of sets, A={A1 :iEI}, satisfies 

the Hall condition if and only if VJ{: I, J:finite, IAJ l~IJI 

where AJ={a:3iEJ s.t. aEAi }. 

Hall's Theorem, then , says: 

Theorem. (P. Hall) Let A={A1 :l~i~n} be a finite family of 

finite sets. Then A has an SOR if and only if A satisfies 

the Hall condition. 

The necessity of the condition follows immediately from the 

pigeonhole principle: If there were a finite subfamily J with 

IJl =m and IAJl<m, flAJ would be a surjection but not an 

injection, and the representatives would not be distinct. 
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Sufficiency is more difficult, but accessible proofs are given by 

Halmos and Vaughn and by Rado. 1 

If the Marriage Problem (or Theorem) is extended to an 

infinite family of finite sets, it turns out that the same result 

holds, i.e. A has an SOR if and only if it satisfies the Hall 

condition. Stated more colorfully, the Marriage Problem says 

that if each of a (possibly infinite) set of boys is acquainted 

with a finite set of girls, each boy can marry one of his 

acquaintances if and only if each set of n boys collectively 

knows at least n girls, for all possible n, finite. 

Mathematically, each boy is a member of the . index set I, and Ai 

is the set of boyi's acquaintances. 

The infinite extension of Hall's Theorem does not 

necessarily hold if any of the sets in the infinite family is 

itself infinite. This is easily demonstrate d by the following 

counterexample: 

Example. Let G0={1,2,3, ... } and let Gi={i}. Although 

G={G0 }U{G1 } satisfies the Hall condition, it clearly does not 

have an SOR because if f:G➔UG is any choice function, then the 

restriction f:G\{G0 } ➔UG is surjective and thus J i such that 

1 Philip F. Reichmeider, The Equivalence of Some 
Combinatorial Matching Theorems, (Washington, New Jersey: 
Polygonal Publishing House, 1984), p.38-9. 
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The Marriage Theorem is proved by Halmos and Vaughn using 

Tychonoff's Theorem from topology, 2 but it is also a very natural 

example of an application of Rado's Selection Principle which is 

weaker than Tychonoff's Theorem (see below). Thus, we state 

Rado's Selection Principle: 

Theorem. (R. Rado) Let G={Gi:iEI} be an indexed family of 

finite subsets of a set W, and let j denote the class of all 

finite subsets of the index set I. For each JEJ, let fJ be a 

choice function on the subfamily {Gi:iEJ}. Then there exists 

a choice function f on the entire family •G such that, for 

for all iEJ. 

By way of explanation, G is an indexed family of sets as in 

Hall's Theorem, and Wis any set containing UG. For every finite 

subfamily J, a local choice function fJ is defined. Then the 

conclusion is that there exists a global choice function f which, 

for every finite subfamily, coincides on that subfamily (as a 

subdomain) with one of the local choice functions whose domain 

contains that subfamily. 

As indicated, Rado's Selection Principle can be used to 

prove The Marriage Theorem (infinite version): 

2 Halmos and Vaughn, "The Marriage Problem", The American 
Journal of Mathematics, v.72 (1950), pp.214-215 
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Proof: Let I be the set of boys, and for each boy i let Bi be 

the set of girls he is acquainted with. Since B={Bi:iEI} 

satisfies the Hall Condition by hypothesis, for each finite C 

in B we may apply Hall's Theorem (for finite families) and 

define a local choice function fc such that fc(B1 ),.fc(BJ) for 

i,jEC, i,.j. Then 3f:B➔UB, a global choice function 

satisfying Rado. We must show range(f) to be an SOR; that 

is, we must show that f is an injection. Consider D={B1 ,BJ} 

where i~j. Then 3C~B, C~D, C:finite such that f(BJ=fc(Bi) 

and f(BJ)=fc(BJ). But since fc(BJ,.fc(BJ), we get f(Bi),.f(BJ) 

and f is an injection. QED 
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Chapter 2: Equivalences 

Rado's Selection Principle is true in the presence of the 

Axiom of Choice for Finite Sets, and its proof by Gottschalk uses 

Tychonoff's Theorem from topology in much the same way that 

Halmos and Vaughn use it to prove the Marriage Theorem. However, 

what is really needed is not the full power of Tychonoff's 

Theorem but only that of a weaker version of the theorem -

Tychonoff's theorem for products of finite spaces, hereafter 

referred to as Tychonoff Finite, which says: 

Theorem. (Tychonoff Finite) If {X1:iEI} is a family of nonempty 

finite topological spaces, then X=IT 1,rX 1 is compact in the 

product topology. 

Definition. A topological space Xis compact if and only if for 

every collection of open sets O={OkjokcX, Ok:open, kEK} which 

covers X (i.e. XcU6), there exists a finite subcollection 6 1 c6 

such that 6 1 covers X. 

Definition. Given a family {X1:iEI} of topological spaces, a set 

Y=Il 1<IY1 is called open in the product topology on the product 

space X=nidxi if and only if there exists a finite set JcI 

such that Y1CX1 is open ViEJ and Yi=Xi ViE(I\J). 
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Before we prove Rado using Tychonoff Finite, we need two more 

definitions and the statement of the Axiom of Choice for Finite 

Sets: 

Definition. A family {X1 :iEI} of nonempty closed subsets of a 

topological space X possesses the finite intersection property 

(f.i.p.} if and only if every finite subfamily has nonempty 

intersection. That is, VJ~I, J: finite, ni!JX1"'¢. 

Definition. A topological space Xis said to have the discrete 

topology if and only if every subset is both open and closed. 

Axiom of Choice for Finite Sets. (ACF) There exists a choice 

function for every family of non-empty finite sets. 

We now have the equipment with which to prove Rado's 

Selection Principle, which we restate for convenience: 

Theorem. (R. Rado} Let G={G1 :iEI} be an indexed family of 

finite subsets of a set W, and let j denote the class of all 

finite subsets of the index set I. For each JEJ, let fJ be a 

choice function on the subfamily {G1 :ieJ}. Then there exists 

a choice function f on the entire family G' such that, for 

each JEJ, there exists a set KEJ with J~K and f(Gi)=fK(Gd 

for all iEJ. 
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Proof: Endow each Gi with the discrete topology; thus, since 

each G1 is finite and every subset is open, the product 

space G=II 1 ,rG1 is compact, by Tychonoff Finite. VJ i::;; J let 

Each EJ is non-empty by ACF. 

To show EJ closed: Let fEG\EJ=(flvKdJ 3jEJ such that 

f(Gj};o<!fK(G)}. Let H=(hlh(Gi)=f(Gi) ViEJ}. Then fEH because 

f(Gi)=f(Gi) ViEJ. Hi::;; G\EJ because VK 3i such that 

(where P1 is the 

projection onto the i-th coordinate space), a finite 

intersection of open sets, so His open ~ Thus, VfEG\EJ , 

feH:open, and thus G\EJ:an open neighborhood and EJ :closed. 

Then E=(EJ IJeJ} is a family of nonempty closed sets. To 

show that E has the finite intersection property: Let E' be 

a finite subcollection of E, and let J' be the corresponding 

finite subcollection of J. Then nE'=(fl3K~UJ' such that 

f(G 1 )=fK(G1 ) ViEUJ'} = E~ . € E, and thus nE' is nonempty. 

Thus E has the finite intersection property. 

Since G is compact and E has f.i.p., nE~¢ (see Theorem 1 

below) and any fEnE is a global choice function satisfying 

the conclusions of Rado's Selection Principle. QED3 

Thus have we seen that in the presence of ACF, Rado's 

Selection Principle is a consequence of Tychonoff Finite, but in 

3 W.H. Gottschalk, "Choice Functions and Tychonoff's 
Theorem," Proceedings of the AMS, v.2 (1951), p.172 
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fact, in the presence of ACF, these two theorems are equivalent 

not only to each other, but also to the Alexander Subbase Theorem 

from topology. Alexander's Theorem can be proved using the full 

Axiom of Choice, but of course our present interest is in proving 

it using only Rado. Before doing so and then showing that 

Alexander's Theorem implies Tychonoff Finite, it is necessary to 

have a more complete explanation of the topology involved. 

Definition. A collection of open sets§ in a topology Tis 

called a subbase for the topology if and only if every open 

set in Tis the arbitrary union of finite intersections of 

sets in§. 

Using deMorgan's Laws, we may similarly define a collection 

of closed sets C to be a subbase for the closed sets of the 

topology if and only if every closed set in Tis the arbitrary 

intersection of finite unions of sets in C. 

The concept of a subbase allows us to give an alternative 

definition of the product topology which may prove useful when 

later discussing Tychonoff's Theorem: 

Definition. Given a family (X 8 :aEA} of topological spaces and 

the product space X=IT a, AX a, let a subbase for the product 

topology be the collection of sets S=(Yl3a s.t. Y=P 0 - 1 (U) for 

some U~Xa, where P8 :X➔X8 is a projection}. Then an open set 

in the product topology is an arbitrary union of finite 
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intersections of elements of the subbase. 

Theorem 1. A topological space is compact if and only if every 

family of closed subsets with the finite intersection property 

has nonempty intersection. (Thus, we may use this as an 

alternate definition of compactness.) 4 

Note that this last theorem has already been cited in the 

proof of Rado above. We are now ready to prove Alexander's 

Theorem which refines the sufficiency condition of the previous 

theorem to a condition only on a subbase for the closed sets 

ins tead of on all families of closed sets. 

Theorem. (Alexander) A topological space Xis compact if there 

exists a subbase § for the closed sets of X such that every 

subfamily of S with the finite intersection property has 

nonempty intersection. 

Proof: Let X be a topological space, and supposes is a 

subbase for the closed sets with the stated property . Using 

Theorem 1 to show Xis compact, we let G be a family of 

closed subsets of X with f.i.p. and show that nG ~¢. 

Define r={FIF:finite subfamily of s, 3GEG s.t . G~UF}. 

B={Bl3FEr s.t. B=UF} 

Suppose x~nG. Then 3AEG with x~A. Since§ is a subbase, 

4 John L. Kelley, General Topology, (New York: Springer
Verlag, 1955), p.136 
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3F~S, F:finite s.t. A~UF and x~UF (otherwise since A=n{UF}, 

if there is no F s.t. x~UF, then xEA). Thus, x~nB, and thus, 

nB~nG. It will be sufficient to show that nB,.,¢. 

We aim at applying Rado to the family r. 

Let: 

Let 

Then 

Then VP~r, P:finite define 

h={hi,h 2 , ••• hk) is chosen by the Axiom of Choice for finite 

sets such that n{S 1h I i=l, ... k}"'¢• 
i 

Then by Rado, 3f:r➔s such that for rdP:finite, 3Qd P and 

Q:finite such that f(F)=f 0 (F) VF€P. Then given P:finite, 

3Q:finite with P~Qc r and n{f(F) IFEP}=n{f0 (F) IFEP} "'¢ since 

{f0 (F) IFEr} has f.i.p. Thus, {f(F) IFEr} has f.i.p. since P 

was arbitrary. Since f(F)ES VFEr, by hypothesis, 

Thus, nG"'¢ and Xis compact. QED5 

5 E.S. Wolk, "On Theorems of Tychonoff, Alexander, and R. 
Rado," Proceedings of the AMS, v.18, Number 1 (1967), p.113-115 
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Finally, to complete the proof of the equivalence of these 

three theorems, we must show that Alexander's Subbase Theorem 

implies Tychonoff Finite. This proof will require a different 

version of Alexander's Subbase Theorem which is stated in terms 

of open sets rather than closed sets: 

Theorem. (Alexander) A topological space Xis compact if there 

exists a subbase S for the open sets of X such that every 

cover of X by a subfamily of s has a finite subcover. 

The equivalence of the two versions follows · quickly from taking 

the elements of the subbase for the open sets to be the 

complements of the elements of the subbase for the closed sets. 

Thus, a family of closed sets having a nonempty intersection is 

equivalent to the corresponding family of open sets not covering 

the space. 

We are now ready to prove Tychonoff Finite which is restated 

for convenience: 

Theorem. (Tychonoff Finite) The product of a family of nonemptj 

finite topological spaces is compact in the product topology. 

Proof: Let X=ITa!AXa where each Xa is a finite topological space 

and X has the product topology. 

Let S= { Pa-l (UJ I Pa: x➔ xa is a projection and u~xa is open}. 

To show X to be compact, we use Alexander by choosing a 

subfamily A~§ and showing that if all finite subfamilies of A 

12 
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fail to cover X, then A fails to cover X. 

VaEA let Ba={UIU~Xa, pa- 1 [U]EA} 

Then, by hypothesis, no finite subfamily of Ba covers X8 • 

By the compactness (finiteness) of X8 VaEA, 3X8 EX 8 such that 

VUEBa, XaEXa\U. If there are more than one such Xa, then we 

choose one by the Axiom of Choice for Finite Sets. Thus, the 

point x whose a-th coordinate is X8 does not belong to any 

member of A (i.e. x~UA), and A does not cover X. QED6 

Rado's Selection Principle and the two equivalent theorems 

are weaker corollaries to the full version of Tychonoff's Theorem 

and the full Axiom of Choice: 

Theorem. (Tychonoff) The product of a family of nonempty 

compact topological spaces is compact in the product topology. 

The difference between the finite and full versions of the 

theorem is the condition on the spaces that constitute the 

product; in the finite version they are finite, and in the full 

version they are compact. Tychonoff Finite is an immediate 

consequence of Tychonoff's Theorem because any finite space is 

necessarily compact. 

The Axiom of Choice has many corollaries, both direct (ACF) 

and indirect (Rado, Alexander, etc.), as well as having many 

6 Kelley, p.143 (Theorem 13) 
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different statements, the equivalence of which are beyond the 

range of this paper. 7 The particular statement here used is so 

selected because it is most directly shown to follow from 

Tychonoff's Theorem. Thus, we give the statement and its proof: 

Axiom of Choice. If {Xa:aEA} is a family of nonempty sets, then 

the Cartesian product na!Axa is nonempty. 

Proof: VaEA, adjoin a single point to each Xa. Let Ya=XaU{*). 

That is, topologize each set with the finite complement 

topology modified by the addition of the singleton{*} as an 

open set. This is a topology: YanT=T, ¢nT=¢, {*}nY 3 \F=¢ or 

arbitrary unions. A space with the finite complement 

topology is known to be compact, and each Ya is similarly (we 

need add just one open set containing* to the cover, and if 

was finite previously, it will remain so). 

VaEA, let P0 :Y➔Ya be the usual projective 

map. 

{*} is open in Y0 , Y8 \{*}=X0 is closed in Ya, and since 

projections are continuous, Pa-i ( Xa) =Za is closed in Y. 

Next, we demonstrate that Z={Z 8 :aEA} has f.i.p.: 

Consider BcA, B:finite. Then choose x={xa:aEA} by the 

Since 

7 Herbert B. Enderton, Elements of Set Theory, (Orlando, 
Florida: Academic Press, 1977), pp.151-153 

14 

• 



following: Va€B, let Xa€X 8 (this is a finite choice and does 

not require the use of the Axiom of Choice) and Va€A\B, let 

Xa=* ( no use of AC) . Then X€n a,B Za and so Z has f. i. p. 

Then since Y is compact (by Tychonoff), nZ ~¢ (by Theorem 

To show that the Axiom of Choice implies Tychonoff's 

Theorem, we will use an indirect proof that works from the former 

to the latter via the Alexander Subbase Theorem. We will prove 

AC=> Alexander using a different 'version' of the Axiom of 

Choice, namely Zorn's Lemma. The equivalence of these two 

statements is well known, 9 and we provide the following 

definitions to prepare for the statement of the lemma: 

Definition. A collection of sets sis called a chain if and only 

if vU,V€S, either u~v or v~u. That is, set inclusion is a 

total ordering in a chain . 

Definition. A set Mis called maximal in a collection of sets S 

if and only if VUES, Mi u. 

We may now state the lemma: 

8 John L. Kelley, "The Tychonoff Product Theorem Implies the 
Axiom of Choice," Fundarnenta Mathematicae, v.37 (1950) 

9 Enderton, pp.151-153,196-199 
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Zorn's Lemma: Let A be a family of sets partially ordered by set 

theoretic inclusion such that for every chain B~A, UBEA. Then 

A contains a maximal element M. 

After one more topology definition, we demonstrate that the 

Axiom of Choice implies the Alexander Subbase Theorem: 

Definition. A collection of open sets Bin a topology Tis 

called a base for the topology if and only if every open set 

in Tis the arbitrary union of sets in B. Thus, a base for 

the open sets may be generated by taking · all finite 

intersections of sets in a subbase for the open sets. 

Alternatively, using deMorgan's Laws, we may define a 

collection of closed sets B to be a ba s e for the closed sets 

of the topology if and only if every closed set in Tis the 

arbitrary intersection of sets in B. Thus, a base for the 

closed sets may be generated by taking all finite unions of 

sets in a subbase for the closed sets. 

Theorem. (Alexander) A topological space Xis compact if there 

exists a subbase S for the closed sets of X such that every 

subfamily of S with the finite intersection property has 

nonempty intersection. 

Proof: Assume that§ has the stated property. 

Let B denote the base generated by S. 

If we show that VQ~B, if G~Q and nG~¢ imply nQ~¢, 

16 
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then by Theorem 1, we have our result. 

Let Qh B have f.i.p. (a restatement of the 'if' in the 

previous line) 

Let P={EIQh EhB, E has f.i.p.} 

For any chain C in P, let C'=UC. 

Then QhC' since VEEC', QhE. 

C'hB since VEEC', EhB. 

C' has f.i.p.: Consider {D1 , ••• Dm}hC' 

3EohC' such that { Di, ... Dm} h Eo 

for otherwise 3 D1 such that VE, Di EE E and Di f! C' . 

Since E0 has f.i.p., n{D 1 , ••• Om} ;,, ¢ 

Thus vc in P, there is an upper bound. 

By Zorn's Lemma, P contains a subfamily Q' tha t is maxima l 

with respect to f.i.p. 

Then QhQ'hB. 

Index Q' by r, i.e. let Q'={Gg:gEr} 

Then Vg, Gg=Sg 1USg2U ... US 8 n where S81 €S. 

(definition of element of the base for the closed sets) 

We want to show that vg, 3Sg1 EQ' . 

Suppose not, i.e. 3Gg such that vi, SgiEEQ'. 

For each i, consider Q' (gi)=Q'U{Sgi). 

Since Q' is maximal with respect to f.i.p., Q' (g i ) does 

not have f. i. p. 

Then 3H 1hQ' such that (nHi) nSg 1=¢. {Sg1 must be included, 

for otherwise nH1;,,¢ since Q' has f.i.p.) 

Let H=H 1U ••• UHnU { Gg} . 

17 
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Then H~Q', H:finite 

pEnH => pEGg => 

Then pE ( nHi) nsgi,..¢ • 

Thus, vg, 3SgiEQ 1 • 

=> nH;,<¢ (since Q' has f.i.p.) 

3Sgi such that pESgi• 

vg, let SgEQ' (by the Axiom of Choice for finite sets where 

SgE { Sgd ) 

Then S'={Sg:gEr} ~ Q'. 

Since Q' has f.i.p., S' has f.i.p. 

s•~s, S' has f.i.p. => ns 1 ,..cp. 

since vg, ss~Gs, nQ 1 ,..¢. 

Since Q~Q', nQ;,<¢. 

Thus, Q~ B, Q has f.i.p. => nQ;,<¢. 

By Theorem 1, X is compact. QED10 

To complete this indirect proof that the Axiom of Choice 

implies Tychonoff's Theorem, we must get from Alexander's Theorem 

to Tychonoff's Theorem. As earlier stated, Alexander is only a 

corollary to Tychonoff, and so we need an application of the full 

Axiom of Choice to complete the step. We adapt the proof of 

Alexander => Tychonoff Finite as follows: 

When choosing X 8 from the set X0 \U, we only needed the Axiom 

of Choice for finite sets since X0 \U was in fact finite. In the 

full version, Xa is only compact (possibly infinite) so we apply 

the full Axiom of Choice to get our X 8 • Otherwise, the proof 

1° Kelley, General Topology, p.139 
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follows exactly as written. 

This completes the study of the more theoretic aspect of 

Rado's Selection Principle, and the series of implications that 

we have arrived at can be summarized in Figure 1 below. 

R 

/ 
TF ( i w/ AC,::) 

· A 

~ ) . 
T «--- (-,,I /\C 

~AC 

R = Rado's Selection Principle 
TF = Tychonoff Finite 
T = Tychonoff's Theorem 
AC Axiom of Choice 
A = Alexander Subbase Theorem 
ACF= Axiom of Choice for Finite Sets 

Figure 1. 
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Chapter 3: Applications 

Rado's Selection Principle has applications in branches of 

mathematics ranging from graph theory to group theory to logic. 

The remainder of this paper will be devoted to proving six 

theorems in these and other fields. In some cases, these 

theorems have proofs which are more naturally contained within 

their fields, but in almost all, Rado's The0rem provides simpler 

(after discounting the complexity of Rado -itself) ones. 

As indicated in the introduction, these theorems yield 

results concerning infinite spaces based on the characteristics 

of the finite subspaces. Frequently, that the proposition holds 

for the finite subspaces is a theorem in itself (e.g. Hall's 

Theorem); however, our purpose here is not to demonstrate these 

results (although references will be made in the notes), but 

rather to extend them to more general situations. Further, the 

general theorems on infinite spaces are usually stated as double 

implications, but in going from the infinite to the finite, the 

step is trivial because of inherited characteristics and so it 

will be omitted from closer scrutiny. 

The first proof has of course already been done in the 

introduction: the Marriage Problem was a very natural 

application of Rado in its own field, combinatorics. The first 

20 
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new application is a fairly straightforward one from graph 

theory. It is the Erdos-deBruijn Theorem which says that a graph 

is k-colorable if and only if every finite subgraph is 

k-colorable. We supply the relevant definitions: 

Definition. A graph G is a set V of elements called vertices 

together with a set E of two-element subsets of V called the 

edges, written G=(V,E). Set theoretically then, pairs of 

vertices can be connected by at most one edge. 

Graphs can be represented pictorially as a set of points 

(the vertices) in a plane and a set of line segments (the edges) 

connecting them. Intersections of line segments other than at 

vertices of V are disregarded. Some graphs cannot be drawn in 

the plane without these extra intersections. 

D~f,initj.QO. Given a graph G=(V,E) and a subset v•~v, the indyced 

subgraph is the graph G'=(V',E') where {a,b}EE' if and only if 

a,bEV' and {a,b}EE. That is, all possible edges are inherited . 

Definition. In a graph G=(V,E), two vertices a,bEV are said to 

be adjacent if and only if {a,b}EE . 

Definition. A coloring of a graph G=(V,E) is a function f:v➔c, 

where C is any set, the colors, such that if a,bEV and {a,b}EE 

then f(a)~f(b). That is, adjacent vertices are assigned 

21 
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different colors. If lrange(f) l=k, then f is called a 

k-coloring. The graph G is said to be k-colorable if there 

exists a coloring f such that lrange(f) l~k. 

Theorem. (Erdos-deBruijn) A graph is k-colorable if and only if 

every finite subgraph is k-colorable. 

Proof: Let G=(V,E) be an infinite graph. (The theorem is 

trivial otherwise.) Let j be the class of all finite 

subsets of v. 'v'BEj, let Ga be the induced subgraph. 

Then, by hypothesis, Ga is k-colorable, say by the function 

fa:B➔C, where lcl=k. Since every finite subgraph is 

k-colorable, we may use C as the range space for all local 

choice functions fa. 

Then, by Rado, there exists a global choice function f:v➔c 

such that given BEJ, 3DEJ, DdB, such that f(b}=f 0 (b} 'v'bEB. 

We must show that f is a k-coloring; that is, we must show 

that any two adjacent vertices are differently colored. 

Consider any two adjacent points a,bEV, and let B={a,b}. 

Let DEj, DdB be the set whose existence is guaranteed by 

Rado. Then, f(a}=f0 (a}~f0 (b}=f(b}. Thus, f is a k-coloring. 

11 L. Mirsky and Hazel Perfect, "Systems of 
Representatives," Journal of Mathematical Analysis and 
Applications, v.15 (1966), p.541 

22 

• 

QED11 



Another graph theory theorem, due to Wolk, gives the 

orientability of a graph in terms of the orientability of its 

finite subgraphs, but first we must explain what an orientation 

is: 

Definition. An oriented graph G=(V,E') is a collection of 

vetices Vanda collection E' of ordered pairs of distinct 

vertices such that if (a,b)EE' then (b,a)~E'. Note that every 

edge must be oriented for the graph to be oriented. 

Definition. The relation T defined by aTb <=> (a,b)EE' is called 

the orientation of G. This relation is said to be a 

transitive orientation if and only if aTb, bTc => aTc. For an 

unoriented graph G=(V,E) to admit a transitive orientation 

means that there exists such a relation T such that if 

{a,b}EE, then either aTb or bTa. Again, every edge must be 

oriented consistent with transitivity. 

Example. 

71 

(a) ( b) ( c) 

Figure 2. · 
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In Figure 2, the graph (a) is not transitively oriented because 

E'={ (x,y), (y,z)} implies xTy and yTz, but it is not the case 

that xTz because (x,z)~E'. The graph (b) is transitively 

oriented because the transitivity hypothesis is null. Thus, the 

unoriented graph (c) admits a transitive orientation, e.g. (b). 

Theorem. (Wolk) If every finite subgraph of an unoriented graph 

G=(V,E) admits a transitive orientation, then so does G. 

Proof: Since the object of the proof is to create an 

orientation, the obvious choice to be made is the selection 

of an orientation for each edge. Thus, if for each 

e={x,y}eE, we let re={ (x,y), (y,x) }, then Eis isomorphic to 

{re:eEE}, our infinite family of finite sets. 

By hypothesis, VAk E, A:finite, we may define fA, a local 

choice function on {r 8 :e€A} =A, such that the relation 

image(fA) imposes a transitive orientation on the edges. 

(For notational convenience, let fA(e)=fA(re). ) 

Then by Rado, there exists a global choice funtion f on E 

such that given EdA:finite, there exists BdA, EdB:finite 

such that f(e)=fB(e) VeEA. 

Let T={f(e) :eeE} be a relation which imposes an orientation 

on G. (It will be an orientation, i.e. anti-symmetric, 

since f is a function, i.e. uniquely defined.) We must 

show that Tis transitive: 

Suppose xTy and yTz. Let A={{x,y},{y,z}} . 
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Then 3B~A such that f 8 ({x,y})=f({x,y})=(x,y) 

fB ( { Y, Z}) =f ( { y, Z}) = (y, Z) • 

But the relation image(f8 ) imposes a transitive 

orientation on the subgraph G8=(V8 ,B), so 

Then fB({X,Z})=(x,z) and {X,Z}EBCE. 

With the existence of {x,z}EE, let A'={{x,y},{y,z},{x,z}} 

Then 3B'cA' such that f 8 .({x,y})=f({x,y})=(x,y) 

f 8 , ( { y, z}) =f ( { y, z}) = ( y, z) 

Also, f 8 ,({x,z})=(x,z) by transitivity, and since{x,z}EA' 

f({x,z})=f 8 ,({x,z})=(x,z). 

Thus, xTz and Tis a transitive relation imposing a 

transitive orientation on G. QED12 

The next application of Rado, this one to a theorem of B.H. 

Neumann, concerns the ordering of infinite groups. It is very 

similar to the latter in that it builds an ordering of the whole 

structure by choosing between the two possible orderings of any 

particular pair of elements. Thus, once again the finite sets in 

our infinite family will be two-element sets corresponding to 

these two possible local orderings. Let us be more precise about 

what is meant by an ordering of a set: 

12 E.S. Wolk, "A Note On 'The Comparability Graph of a 
Tree'," Proceedings of the AMS, v.16 (1965), p.18 
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Definition. A binary relation< is said to be an ordering on a 

set S if and only if the following conditions are satisfied: 

1) (total, anti-symmetric) Given a,bES distinct, either a<b 

or b<a but not both. 

2) (transitive) Given a,b,cES, if a<b and b<c, then a<c. 

Further, if Sis a group, then the ordering relation is said 

to be compatible if it is preserved under the group operation: 

3) Given a,b,cES, if a<b, then ac<bc and ca<cb. 

Theorem. (Neumann) An infinite group G has a compatible order if 

and only if every finitely generated subgroup of G has a 

compatible order. 

Proof: Let G have compatible orders for all its finitely 

generated subgroups. 

Let I= { H c G : I H I = 2 } • Let W = { ( a , b) : a , b E G , a,., b } 

For all HEI, if H=(a,b}, let rH={ (a,b), (b,a)} ~ w. 

Let J be the class of all finite subsets of I . 

Let JEJ and let HJ=U{H:HEJ} ~ G. 

Let GJ be the subgroup generated by HJ . 

Then, by hypothesis, there exists <J, a compatible ordering 

of GJ. 

Define fJ on {rH:HEJ} by: 

If H={a,b}, let fJ(H)= (a,b) if a<Jb 

(b,a) if b<Ja . 

By Rado, there exists f:{rH:HEI} ➔W, a global choice 

function, such that VJEJ, 3KEJ, JcK:finite and 
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Define< on G by a<b if and only if f({a,b})=(a,b). 

We must show that this is a compatible ordering: 

(1) Since f is global, < is total. 

Since f is a function, < is anti-symmetric. 

(2) Suppose a<b, b<c. Then consider J={{a,b},{b,c},{a,c}}. 

By transitivity of <K, a<Kc => (a,c)=fK({a,c})=f({a,c}) 

Thus, a<c. 

(3) Let x,y,zEG and suppose x<y. 

Consider J={{x,y},{xz,yz},{zx,zy}}. 

(without loss of generality) 

Then by preservation under group structure, 

xz<Kyz => (xz,yz)=fK({xz,yz})=f({xz,yz}). 

Thus, xz<yz and similarly zx<zy. 

Thus, < is a compatible order on G. QED13 

Our final three results are from three different fields, 

each with its own axioms and terminology. The first is 

Dilworth's Theorem from set theory which relates incomparable 

elements to disjoint chains in infinite partially ordered sets. 

Clearly, though, we need some background: 

13 Mirsky and Perfect, p. 541. 
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Definition. A partially ordered set (poset) sis a collection 

of elements together with a binary relation~ on those 

elements satisfying: 

(1) (reflexivity) VxES x~x 

(2) (anti-symmetry) vx,yES x~y and y~x => x=y 

(3) (transitivity) vx,y,zES x~y and y~z => x~z 

Definition. Two elements x,yES:poset with relation~ are 

said to be comparable if and only if x~y or y~x. If neither 

holds, then x and y are said to be incomparable. 

Definition. A chain is a subset PkS:poset such that any two 

elements of Pare comparable. 

Definition. A poset Scan be decomposed into chains if there 

exist disjoint chains {Q 1 } such that vxes, 3i such that xeQ 1 • 

Theorem. (Dilworth) The maximum number of pairwise incomparable 

elements in an infinite partially ordered set Pis equal to 

the minimum number of pairwise disjoint chains into which P 

can be decomposed, if these numbers are finite. 

Proof: Assume the theorem is true for finite posets. 

Suppose Pis an infinite poset and that any subset of P 

with more thank elements has at least two comparable 

elements. (That is, suppose k is the maximum number of 

pairwise incomparable elements.) 
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For XEP, let rx={l,2, ... k}=r. Thus, our family of finite 

sets will be r for each XEP. 

For any Q~P, Q:finite, 3 {Q1 :l~i~k} pairwise disjoint 

chains (some of which may be empty) such that Q=Q1U ... UQk. 

This is true by our initial supposition. 

Then for all such Q, define fQ:Q➔r, our local choice 

functions, by fQ(x)=i if and only if XEQ1 in the given 

decomposition. Thus, if x,x'EQ and fQ(x)=fQ(x')=i, then 

x,x'EQ1 and x,x' are comparable. 

By Rado's Selection Principle, there exists a global choice 

function f:P➔r such that VQ~P, Q:finite, 3R~Q, R:finite 

such that f(x)=fR(x) for all xEQ. 

Define P1={X€Plf(x)=i}, l~i~k. 

We must show that {P1 :l~i~k} decomposes Pinto disjoint 

chains. 

P=P1U ... UPk since given XE P, f ( x) Er and thus x is in at least 

one of the P1 • 

P1nPj=<t>, i;,<j, since if X€P1nPj, then f(x)=i and f(x)=j, 

contradicting the fact that f is a function. Thus, each x 

is in at most one of the Pi. 

Thus, P1U ... UPk is a disjoint decomposition of P. 

It remains to be shown that each Pi is a chain. 

Take Q={x,x' }~P and suppose f(x)=f(x'). (i.e. x,x' are in 

the same chain) 

Then 3RdQ, R:finite such that fR(x)=f(x) and fR(x')=f(x'). 

Thus, fR(x)=fR(x') and so x,x' are comparable. QED 
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Logic is that branch of mathematics that tries to determine 

the truth of a given statement based solely on the structure of 

the statement and the truth or falsity of the components of the 

structure; that is, without regard for the meaning of the 

statement or its components. The propositional calculus is the 

formal logical system L consisting of: 

1) the propositional letters X={pi:iEI} which are the 

components or building blocks of the structure and which may 

variably be either true or false. 

2) the connectives~ (negation) and--+ (implication) (in L these 

are the only two connectives because they are sufficient for 

generating all possible truth tables, but in general there 

may be more), and the parentheses (and) which are the 

structure into which the propositional letters are put, 

creating: 

3) the set of propositions W governed by the rules of 

structure: (i) p 1 EW Vi€! 

(ii) if A,BEW, then (~A)EW and (A--+B)EW 

4) the axioms: (i) (A--+(B--+A)) 

(ii) ((A--+(B--+C))--+((A--+B)--+(A--+C))) 

(iii) ( ( (~A)--+(~B) )--+(B--+A)) 

which establish these propositions as true regardless of the 

assignment of truth or falsity to A,B and C. 

5) the rule(s) of deduction (in L there is just one): 

Modus Ponens: if A is true, and 

if (A--+B) is true, then Bis true. 
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Given a set of propositional letters X={pi:iEI} where lrl is any 

cardinal, the set of propositions generated by using the rules of 

structure and the connectives ad infinitum will necessarily be 

infinite. Two (perhaps structurally different) propositions, 

however, may be logically equivalent in that they always take on 

identical truth values independent of the truth values of their 

propositional letters, as determined by the rules of deduction or 

by truth tables (more about these later). Thus, the set of 

propositions may be divided into equivalence classes, and in 

fact, if lrl is finite, the number of equivalence classes will be 

22 111 . One more formal definition gives the .necessary machinery 

for our next theorem: 

Definition. A valuation v:W➔ {T,F} is a map which assigns to 

each proposition (where Wis the set of propositions) the 

value either T (true) or F (false) such that: 

1) v(A)~v(~A) 

2) v(A➔B)=F if and only if v(A)=T and v(B)=F. 

These conditions insure that if two propositions are logically 

equivalent, they will be given the same truth value. 

We note for emphasis that since X~W (by rule of structure #1), a 

valuation also assigns truth values to the propositional letters. 

We note further that since the set of propositions is generated 

by the set of propositional letters, a restriction of the 

valuation to the latter set can be uniquely extended by truth 
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tables which exhaustively apply conditions 1 and 2 from the 

definition of valuation until all propositions have been assigned 

truth values. 

The groundwork is now complete enough to prove the 

Compactness Theorem for the Propositional Calculus using Rado. 

Although this result has already been established using 

principles from just logic theory, to the best of our knowledge, 

the following is a new proof. 

Theorem. (The Compactness Theorem for the Propositional Calculus) 

For a (possibly infinite) set of propositions L, there exists 

a valuation v such that v(s)=T for all SEL provided the same 

is true for all finite subsets of L. 

Proof: Let~ be such a set of propositions (i.e. with the 

finite subset property). 

Let X={pl3s€~ such that pis a propositional letter ins} 

For each ACX, A:finite: 

Let WA be the set of propositions generated by A (using 

rules of structure 1 and 2). 

Let LA' be the set of equivalence classes of LA. 

finite! and has size at most 22 IA I •) 

Let LA 11 ={sl3(s]ELA 1 such that SE(s] and s,-t => (sJ,-[t]}. 

{These sets are not uniquely determined, but we do not 

need any version of the Axiom of Choice to create them: 

since propositions are of finite (integral) length, 
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including all connectives, we may (for example) use well

ordering to select the smallest. If this is still not 

unique, we may place an ordering on A, etc.) 

Then by hypothesis, for LA" there exists vA:WA➔ {T,F}, 

a local choice function on A (and a valuation on WA by 

truth table extension) such that vA(s)=T VS€LA"· 

Define such a vA for each A~X, A:finite. 

Then, by Rado's Selection Principle, 3v:Wx➔ {T,F}, 

a global choice funtion on X (and a valuation on Wx by 

truth table extension) such that for A~X, A:finite, 3BdA, 

B:finite such that v(p)=vs(P) vpeA. 

Consider S€L and its set of propositional letters X< sJ~X. 

Then 3B:!X{sJ, B:finite such that v(p)=vs(P) VpeX{sJ• 

Then find (as previously selected) te~s" such that 

s , t € [ s ) € Ls 1 • 

Then v(s)=vs(s) 

=T 

(since the truth value of s depends only on 

the truth values on XcsJ ) 

(since s,te[s), i.e. are equivalent) 

( t €Ls") . 

Thus, VS€L, v(s)=T. QED 

The last result is an extension of Landau's theorem from 

tournament theory which gives the conditions under which a score 

vector has a tournament corresponding to it. We give one more 

set of definitions: 
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Definition. A tournament Ton a set N is a matrix of O's and l's 

T= { t ( x , y) I x , y € N , t ( x , y) € ( 0 , 1 } } 

where: 1) t(x,x)=O VxEN and 

2) t(x,y)+t(y,x)=l if x~y. 

Thus, a mathematical tournament can be thought of as the 

score-sheet of an everyday tournament wherein every team plays 

every other team and the winner scores 1 with no draws. 

Definition. The x-th row sum or score of a tournament Tis given 

by rx=I {yEN:t(x,y)=l} I. The vector r=(ri:iEN) is called the 

score vector of the tournament. 

Definition. A tournament is said to be row-finite if and only if 

each of its row sums is finite. 

Definition. A vector r={r,:iEN) is said to satisfy the Landau 

IAI condition if and only if VA!:N, A:finite, :Ei,Ar1 ~( 2 ). 

In the following, let L={r:r satisfies the Landau condition} . 

Then for finite tournaments (i.e. N is finite), we get 

Landau's Theorem which says 14 : 

14 Bang and Sharp, "Score Vectors on Tournaments," Journal 
of Combinatorial Theory. Series B, v.26, Number 1 (Feb. 1979), 
p.83 

34 

• 



• 
• 
• 

Theorem. (Landau) Given a finite set Nanda vector r=(ri:iEN) 

of non-negative integers, there exists a tournament on N with 

score vector r if and only if: 1) rEL 

IN I 
2) ~i,Nr1=( 2) • 

(In our everyday model, the second condition guarantees that 

the correct number of games is played.) 

As usual, we will not give the proof here. Our aim is to 

extend Landau's Theorem (or some altered version of it) using 

Rado so that it includes infinite tournaments. For an infinite 

tournament, the second condition is ambiguous at best, and it 

turns out that only the first condition is needed. However, in 

the absence of the second, and in order to apply Landau's Theorem 

to our local (i.e. finite) choice functions (which will generate 

tournaments), we need the following lemma: 

Lemma. Given a finite set Nanda vector r=(rl:iEN) of non-

t . . INI • nega ive integers such that rEL but ~i,Nri> ( 2 ) , there exists 

a vector t=(t1:iEN) such that (1) tEL, 

Proof: Suppose rEL as above. 

(2) ViEN, ti~ril and 

INI 
(3) ~i,Nt1=( 2) • 

(if not unique, choose smallest j) 
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Claim r'=(r1' :iEN) EL. If we can show this to be true, we 

may repeat process (*) finitely many times to get our 

result. 

Proof of Claim: Notice first 

=> 

Suppose r•~L. Then 3A~N, jEA, with IAl=a, such that 

:Ei ,Ari I< c;) 
but :E1 ,Ari ~ c;) by hypothesis 

thus :E1 ,Ari = c;) • 
Choose k~A. Let A'=(AU{k})\{j}. 

If rk:Sr j-1, then :E i,A'r i= c;) -1< c;). Then r~L, contradicting 

the hypothesis. Thus, rk= r j . 

Then consider, ( 1) r k+i::1 ,Ar j 2': ( 8
;

1 ) 

r k ~ ( a; 1 ) - ( ; ) 

= a 

( 2 ) S , ...., > (a+1) ince "-'i <A\!Jlr1 _ 2 , 

= a-1 

Thus rj :5 a-1 < a :5 rk, contradicting the maximality of r j . 

Thus r'EL and we may repeat process (*) until we get our new 

vector t. QED 

We may now prove Landau's Theorem for infinite tournaments. 

This too is a new proof to the best of our knowledge. 
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Theorem. Given a finite set Nanda vector R=(ri:ieN) of non

negative integers such that reL, there exists a row-finite 

tournament Ton N with score vector r. 

Proof: Let I={AcN: IAl=2}. 

For each AeI, A={x,y}, let rA={ (x,y), (y,x) }. 

Consider any JcI, J:finite. 

Define N3=U{A:AEJ} 

Then let r 3=(rn 1 , ••• ,rnj). 

Then since r 3 inherits the Landau condition from r, by the 

lemma, :3S3=(sn, ... ,Sn) with Sn $rn 1/k ·such that ~Id! S1=<'N2JI). 
1 j k k . J 

By Landau's Theorem, there exists a tournament T 3 on N3 

with score vector s 3. 

Define f 3 :J➔U{rA:AeJ} by f 3({x,y})= (x,y) if t 3(x,y)=l 

(y,x) if t 3(y,x)=l 

By Rado, :3f:I➔U{rA:AEI} such that 1/JcI, J:finite, :3K~J, 

K:finite, such that f(A)=fK(A) 1/AEJ. 

Define a tournament Ton N by: 

t(x,y}=l and t(y,x)=O if f({x,y})=(x,y) and 

t(x,y)=O and t(y,x)=l if f({x,y})=(y,x) and 

t(x,x)=O 1/XEN. 

We must show that Tis row-finite. 

Suppose the i-th row sum is >ri or infinite. Then let r be 

the cardinal such that th is the (r+l)-st 1 in the i-th 

row. Then let J={{x,y}:x,y~r}. By Rado, 3K~J, K:finite 

such that f({x,y})=fK({x,y}) V{x,y}eJ. Then, 
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Lk!N tK ( i, k) = Lk!N t ( i, k) 
K K 

;?: Lk!N t ( i, k) 
J 

= r 1+1 

which contradicts the manner in which TK was created. 

Thus S1~ri \/ i. 

Thus T's score vectors is term by term less than r. Using 

Bang and Sharp's method for inductively augmenting the row 

sums, 15 we may produce a new tournament T' with score vector 

precisely r. QED 

15 Bang and Sharp, p. 8 3 
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Rado's Selection Principle is an important tool for 

extending results on finite structures to apply to similar 

infinite structures. Many of these results fit under the large 

heading of compactness which in general says just that - that 

infinite collections with certain properties have finite 

subcollections with those same properties. In particular, we 

have used two explicit definitions of compactness in restricted 

settings: topological compactness in Tychonoff's Theorem and 

compactness of sets of propositions in logic. 

As stated earlier, Rado's Selection Principle is weaker than 

the Axiom of Choice and its equivalent theorems; Rado may be used 

only on families of finite sets. For instance, here are two 

other theorems for which Rado is inapplicable. The first is a 

theorem from algebra which says that any integral domain can be 

embedded in a field. If we were to try to use Rado to prove 

this, we might define the range of our choice functions to be all 

possible fields or all possible embeddings. Each of these sets, 

however, is clearly infinite, and Rado does not help. Second, 

the Compactness Theorem for the First-Order Predicate Calculus 

from mathematical logic says that any first-order system has a 

model in which all of its propositions are true. At first 

glance, this seems to be fertile ground for Rado, but a possible 

application would involve the set of models as the range of the 

choice functions, and this set is not even countable. Thus, Rado 

is not the tool we need in these situations. Only the full Axiom 

of Choice is applicable in these situations. 
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